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Introduction A

Ths final report on ONR grant NOO0l4-82-K-0508, on Integrated Digital
Networksi, summarizes the work carried out during the two yars of the grant,
September 1, 1982 through Sepember 30, 1964. It covers seven woeo, listed
separately under individual headings in the section f ollowing.

The basic problem Is that of trainsmitting mixtures of traffic of disparate
types over a variety of communication networks. Typcal examples include the
transmission of interactive data, long streams of data (es., file transf ers), voice,
video, and facsimile in an Integrated fasion. Network types include local area
networks, metropolitan area networks, large geographicmlly-dispersed terrestrial
networks, and satellite networks. Ongoing standards work in the CCITT, supported
by telephone administrations worldwide, has focused an the concept of integrated
Services Digital 'Ietworks (MODN) toward which woutdwide teleciommunleaiowu will
be moving. Computer manufacturers with a Freat dial of Interest in
communications (1IBM is a prominent example) have begani to devote considerable
effort as well to the concept of traffic Integration over networks.

In keeping with tis woildvolde Interest on the operational level, our group, at
Cdwlsta bean a number at year ap to look into @ime of the boet qaestions
Involving integration A Ph.D. disertation completed in 19?9 was among the firt
to GowY out wiulytiel staee In grKOWu at iMogatiam (11. One at the fmy
findngs of tfb dwaftatihu we that the so.ed emvee bsuMft strategy far
oewbing vle Idd htrafi) and dM te uead tiattle) at a mowm tUse

divisons mudoefta pdft was do* I* epowm. Two jowmi papue md a
Caweremee paow have woemd bowed tuW [a$k IH

This early murk led to the hnudve dt* at then wa at huesMa to
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qum mary of Work

1. Hr d M ul UPIexlng

Work was begun on hybrid mtttiplexing. This is a generaliation of the

earlier dsertation work on integration, referred to above. It compares dfferent

multiplexing strategies at an integrated node for muitibandwidth eircuit-switched

and packet-switched traffic. A variety of seems control strategies for blocked,

queued, and comined blocked/queued traffic have been studied, and results have

been obtained for some novel multiserver queueing models. This work has been

presented at a number of Conferences, and a paper hs been submitted for

publication. 15-31. A Ph.D. dimertation on this work was completed June 1984.

Related work on optimal polides for serving heterogeneous mixes of drcult-

switched users on an integrated link was also completed under this grant. This

work arose out of studies of integration of traffic on satellite-switehed multiple

beam systems. (Further diseision of work on satellite systems appears later in

this section). A paper doesribing this work on Integration was presented at a

conference 191.

2. Time-constrained commnmmtois over locad aea networks.

Packetized voice serves as one notable aplicatlion of this am of
investiption. A variety of distributed window control mechanisms have been

analysed for thelr relative performance In the random aeems local area

environment. Most recently, using some of the tools of mlero-ooonomles In

studying a competitive market miromnmt, distributed priority control dislpiines
have been studied as wall. A distaton an tis work has Jit been completed.

Two coernee papues e ad on M e work have been prewmtsd, wad a Jasel paper
has been mM IOW 110IJ.
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3. Routing of vice and date in intgrated networks.

4

Studies have been initiated of non-hierarcheal routing in circuit-switched

networks, using an average end-to-end blocidng probability constraint. The area of
non-hierarchical routing In cireuit-switehed networks is a comparatively new one,

mast routing in the current telephone plant being carried out on a hierarchical

basis. We have studied both centralized and decentralized methods of carrying out

non-hierarchical routing, and have, most recently, compared non-hIerarehleal

routing to alternate path routing, a common procedure in telephone dreuit-

switched routing. Our findings indlate that alternate path routing performs better

for lighUy-loaded networks, while non-herarchical routing provides better

performance at higher loads. This leads to the Interesting possibility of uing
adaptive routing control, and a number of control mechanisms have been compared.

A Ph.D. dissertation In this area is almost completed.

4. Integated Services Satellite Communiuoatios

Thr projects were completed in this area. The first concerned systems in
which broadcast satellites are used for Integated paest and nireult switching In a

time division multiple seem (TDMA) mods, with time dot asignments made on a

combined fixed end demand basis. The ojeetiws we to design a protocol which

ives the bet dday-w.-throighput performume for packets, sut4eet to aceptable
circtt ocldng probability. Using a Marlevian mdel of the sytem its behavior

we analysed to obtain complete Information on packet delay statisties. A entrol

scheme we proposed to achieve optimal performane, where the optimality

criterion we hmed on the me and vaudme at peeket day. The rewse h has

been submitted for pIbtlction amd Is the adest of a reeont d todal Gssertation

The remalsiq two pmets fdot with sthit&- Atdahd mdtfld bem

sptesm, In m of thia, we qrn staid pItea V ad areeme e
vlaUlm for InMtep l ert end pIsd -l =s ems, but the PMUlM we

eo"deratly aw e MOO In *o at o en We d pUedms iavlved I
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scheduling the satellite switch. Performance was studied by implementing a
generalized simulator of the onboard scheduling and switching operations.

Roftware design of the simulator was a significant task in itself due to the
complexity of the system being simulated. Recause of the very large
computational burden involved, the simulation was implemented on a Cray

computer made available to to by Rell Laboratories. Several scheduling strategies

were evalusted In terms of alreuit blocidng and packet queueing delay. Results

were reported in a recent corderence paper [171, and a doctoral dissertation on this

topic has just been completed. (181

In another multibeam satellite project we studied the problem of optimally

scheduling cireuit and packet transmissions In systems with channelized beams of

different bandwidths and systems with interference between adjacent beams. In

most cases the scheduling problems were shown to be NP-complete. Several
subotimal scheduling algorithms were proposed, whose effectiveness was
demonstrated by comparison with theoretical performance bounds as well as by
experiments with randomly generated traffic patterns. Several publ cation and a

doctoral thesis resulted from this work. [9-21

5. Packet Voice

In deslonn and evaluating packet voice systems It is neeasmy to be able to

predict the statistics of pecket dday and possbly packet los in order to determine
whether the voice sinal cn be reoistrusted at the distlton with acceptable

quality. This has beu the ojeetive of our peeket voice rnarch. A new type of
queueing model in the farm of an "atende' (I/I qjeming system was dwloped
to a0ermaty Capture the aatistil behavior of the packet voice proem. The

model is both aalytlaafy ad .sapottledly treatae, ead p'.ldu the
foumdaon for otnlsq both miht end detailed Iitwmaden cn eetem beadm r.
Troq alpi d the MWo we Were We to degm eup i for Pmft
delay distulbUom ind p- *t tim #I eA l tt n.e mN d a to peet the
peeferam at a 8mNot pheeht vas yoptm 8nM Its Wale ime.w. Ie

wints 80m WiLarll y odU fr st n e a on ~hs a to. lop f r thM
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application of brute force numerical techniques, but too small to rely on simple

fluid or diff,,lon approximatlom. This work has been reported in two conference

papers [22, 231 and is the subject of a doctoral dissertation that was completed

'Reptember 1994.

6. Decentralized Optimal Flow Control

Our recent work on optimal flow control in computer commuication

networks has been focused on the centralized control of a single dam of users.

The centralized optimal flow control for Jacksonian networks has been shown to be

an isarythmic type control [271, (301, (341, [351. Although small networks can be

controlled in such a manner, the centralized approach is ineffident due to the A

lsrw overhead required for obtaining the necessary information at the central

controller. It is dearly desirable, therefore, to implement flow control procedures

that are decentralized In nature. In this environment, users we able to execute

flow control procedures based on local information only.

In our first model [2f1, 31] the receiving node of a given data link was

assumed to accept two dames of users. The first dam models the packet flow

from a given source to destination. These packets we suJeot to flow control. The
second lam models the interering traffic due to the existing reouree sharing

with the traffic load emanating from the other nodes of the network. The latter

traffic, modeled as c ontinuou Poluodan flow of a fixed rate, Is not directly

olservble. Optimal control strategie for the data link flow control protood were
obtained that maximse the total average throqtput sutect to a bounded total

average time dlay criterion from both the network and the uer point of view.

These strategs ase partial obem lom *my the number of the first dem of

packets Is avullabie for cotrd ligthe data lnl. Uder both optlmiztion eriteria,

the reelng optmd entrel was Mswa to be a window Bow centrel mechahism

bangpbang eoaetd). The wimbw Lm sb a fumetlem d the maxmum tieated
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ti me delay T, the input capacity c, the seH ce rate u and the Interf ering f low d. It
was shown that the optimal window size under the network criterion Is sr' %lier than
or equaal to the optimal window size under the user criterion.

The decentralized optimal flow control of a bottleneck in computer
communication networks was considered In [381. Two user clases share a high
utilization link (the bottleneck) with a FCFS discipline. Each ur controls its own
flow using local information only. The optimal decentralized flow control which
attains the global objective of maximizing the average troughput subject to a
bound on the average time delay over all user classes was Invetigted. Under this
criterion, the optimal decentralized flow control of a bottleneck Is a pair of
window-type mechanisms. The optimal window uizes depend on the maximun
packet generation rate of the two Wsers, cl and 02, the service rate u, and the
maximwn tolerable average time delay, T.

7. Optimal Flow Control of Integrated Digital Networks

The modeling of Integrated Digital Nietworks for optimal flow control is
based on the proposed implementation of a pocket switched digital overlay on the
existing telephone network 1321. The model onswists of a network of
interconnected queues with two elm. of cstomern (voice and data) having

* different priority disciplines and customer dependen routing. The vole. traffic Is
* circuit switched mnd the data traffic Is pocket switahed. The voie traffic is
* preemptive over the data traffic at the qusuelf nodes. One It ha preemptive

priority, the flow of clas I customers "aic traffic) achieves fth eqwaibrim
* stat.. Consequently, data packets are transmitted thrugh a quendang network

with random service rats (link capolaciie) Thus, the data ftafic W.1. 2
custom ers) cannot achieve In general the equilibs'lwo state.

The problem of data link flow ntrd am b madeled a thue control of a
queuding system with Prndoin depature rale. Tlfu rote Is opeve by the voice
traffic statistics in the systm. The Wirt rate Is duen trn the souo act of
admissile contiros. The generd dynsode flew u.U'd proMe. fr straftegi with



Ipartial and with complete observations was established (321. The optimality

criterion employed maximizes the average throughput subject to a system time
delay constraint [241, [251, [261. It was shown that the optimal flow control policy
in the complete observation case is an adaptive window flow control mechanism
[281, 1321. The window size L is a tunctlon of the maximum tolerated system time
delay T, the frame duration , the maximum data offered load e and the number of
packets in the system at the begi nning of the frame.

The design of the optimal data link flow control protocol with partially
observed voice traffic was investigated [361. The model employed consists of a
source node that controls a queueng system with random server. The controller
has only incomplete Imowledge about the state of the server. A recursive optimal
rn.m.s.e. filter was designed to estimate the state of the voice traffic load to the
controller. An adaptive window flow control mechanism with a window size chosen
according to the estimated voice traffic load was implemented to control the flow
of the data packets. Therefore, the optimal flow control with partial observation
has been reduced to a flow control strategy with complete observation.

The class of control algorithms invesUgated In (371 regulates the data flow
between sending and receiving uar equipment and network interface units of an
integrated local area network. "he performance of the optimal flow Oontol

mechanisms is, in general, protocol dependent. In [371 a TDM type acss protocol
with movable boundary was oonaldeed. The apaelty allocated to data traffle at
each station is dynamically changing and depends on the ongoing traffic of the
other stations. It was shown that the optimal plia Is a vrlable window control
which adapts dynamleally to ehaing of the intqpated traffie load from the other
users aceessing the network.

8. Fuidammtao in Idugm M brvm, ,Qusl, wil.y

MuUelam Mwrnim quumeg metwerl medt empate eommwdallon
network protoools In wijah pmeketa we WpUlod Ifa dam. WItUn the me
dam, pakn have the ,mr W ing d g, wivee m , dWbuUon aad
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~routing assignment. These networks have also been used to model multi-tasking in

computer systems. The determination of the equilibrium probabilities for

muttielus Msrkovian queueing networks requires the solution of a set of linear

equations known as the global balance equations. Unless these probabilities have a

"product form", the solution to the set of balance equations is computationally

unfeasible.

Our study of simple queuelng systems consisting of one or two queues

revealed that the topological structure of the state transition diagram is intimately

connected with the product form of the equilibrium probabilities. Consequently, a

geometric interpretation of the state transition diagram and its associated global

balance equations in higher dimensions was pursued. The state transition diagram

of an arbitrary Markovian queueing network can be decomposed into certain basic

geometric shapes (building blocks). Taking these blocks in isolation a set of simple

lobal balance equations can be written. These equations represent, for the

original system, a possible set of partial balance equations. Geometrically, the

original state transition diagram can be reconstructed by pasting the building

blocks together. Algebraically, this procedure corresponds to a summation of the

partial balance equations resulting in the set of global balance equations. There is

no guarantee, however, that by following the approach delineated above the partial

balance equations are consistent, i.e., have a solution. Necessary and sufficient

condition for consistency were given in (41].

An extension of the results of [41) eoncerning the existence of product form

equilibrium probabilities for mutldam Marlkovien queuelng networks was given in

[391, (401. It was shown that the gometre replication [411 of k-cells can be
applied to the em of networs eomlsting of queuing systems that do not make a

distinction between the *et ordering of the pakets at the nodes of the queueing
network. These are the type I networL PS and IS queueing systems are typical

* e*xamples of type I networks. For the dmu of netwook studied by Kelly and 900I
for whlch a distineton between the peeker ordewlp Is made at a queueng node a
naturl exteson of the methods of (41 was devised. These trm the type U
networks. A queueing system with a LCPSR umalg dlsdpilie to an example o

-- m.m .m,..m ,,m ssmm m um s mln mm, ll S



a type If network. The basic building blocks (cells) for this case were derived. All
networks studied are characterized by blocking, different, queueing and service
time dIsciplines and state dependent routing.
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